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©20

Based on Transformer technology,
LLM is able to answer user's
questions or generate articles.
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Progress in AR/VR el

Vision Pro users can turn any space into a personal cinema
with a screen that feels 30 meters wide. The combination
of virtual and real enhances the metaverse experience.
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Future Growth of AR/VR  h=m

= Shipments of AR/VR products are expected to
increase significantly. This growth can be attributed

to several key factors:

- Hardware Improvement: With the advancement of AR/VR
technology, hardware devices are becoming more lightweight
and powerful.

- Prices drop: As production scales up and R&D costs decrease,
consumers can get these devices at a more affordable price.

- Popularization of software: Metaverse, education, gaming, etc.,
these software are attracting more consumers and businesses
to use AR/VR products.
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Applications of GenAl in the metaverse h

[ Scene ]
Generation

Diffusion Model

FOXcConn-
EBRES

|

Real-Time

conversation generation

J

Large Language Models

meet the needs of users anytime,

Customize the generated scene to
©2025; anYWhere.

Design and generate dialog in
real-time for NPC (Non-Player
Character) in metaverse
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AR / VR for Education Sl

= Virtual field trips
- With VR, students can visit far-flung N
places or historical scenes, such as ancient o b
Egyptian pyramlds space stations, or 1§,
ancient events, in a virtual environment. It
stimulates students' curiosity in the study. |

Interactive teaching

- AR and VR can be used to create
interactive science experiments, explore
complex scientific concepts and
simulations, and enable students to
experiment in a safer virtual environment.
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https://vhil.stanford.edu/downloads/comm166

GenAl for Education (1/2)

m Personalized Learning
. Generate customized learning
materials and curriculum according
to each student's unique needs.

= Interactive Teaching
. Generate virtual TA avatars with
GenAl technology, and use AR/VR
and other devices to accompany
students to read and learn, and
improve learning efficiency and
engagement.
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= Analysis and Assessment for

Student's Achievement

. Virtual teaching assistants can
analyze student learning data,
providing insights into learning
progress, comprehension, and
potential difficulties.
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https://www.youtube.com/watch?v=CtI7qpsoFqM&ab_channel=Foldit

Technical Bottlenecks
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Technical Bottleneck of AR/VR b =%w=ss

= Require huge amount

production for 2D/3D objects

. Creating high-quality AR/VR contents
cost a lot of time and money.

. Highly realistic 3D environments and :
objects need to be created by \
professional designers and
developers, which is not only costly
but also time-consuming. make
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Technical Bottleneck of AR/VR b ==%=ss

= Limitations on computing

resources

- Even working with Al, generating
and processing high-resolution
Images in real-time requires
significant computational
resources.
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Deep Learning Models for Al-Generated Images h 595255
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Evolution of GAN (Generative Adversarial hasssss

Networks) | CIassLabeI I

2. Info-GAN
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FOXconn-

Evolution of GAN (Generative Adversarial Ty
Networks) |
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Diffusion Model h SR

Image < Noise
x(0) po (x¢—1lx¢) x(T)

x(0) x(T)
q(x¢|xe_1)
Image — Noise
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High-Resolution Image Synthesis with
Latent Diffusion Models

Latent Space Conditionina
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[2112.10752] High-Resolution Image Synthesis with Latent Diffusion
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Image to Image
Translation:

PRO-U-GAT-IT

Lee, H.-Y.; Li, Y.-H.;

Lee, T.-H.; Aslam, M.S. "Progressively
Unsupervised Generative Attentional
Networks with Adaptive Layer-Instance
Normalization for Image-to-Image
Translation," Sensors 2023,23,6858.
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Abstract: Unsupervised image-to-image translation has received considerable attention due to
the recent remarkable advancements in generative adversarial networks (GANs). In image-to-

e translation, state-of-the-art methods use unpaired image data to learn mappings between
the source and target domains. However, despite their promising results, existing approaches
often fail in challenging conditions, particularly when images have various target instances and
a translation task involves sig ns in shape and visual artifacts when translating
low-level information rather than high-level semantics. To tackle the problem, we propose a novel
framework called Progressive Unsupervised Generative Attentional Networks with Adaptive Layer-
Instance Normalization (PRO-U-GAT-IT) for the unsupervised image-to-image translation task.
In contrast to existing attention-based models that fail to handle geometric transitions between the
source and target domains, our model can translate images requiring extensive and holistic changes
in shape. Experimental results show the superiority of the proposed approach compared to the
existing state-of-the-art models on different datasets.

Keywords: anime; cartoon
style transfer

generative adversarial networks; image-to-image translation;

1. Introduction

In recent years, generative adversarial networks (GANs) have made significant
progress in image-to-image translation. Researchers in machine learning and computer
vision have given this topic considerable attention because of the wide range of practical
appln.allom av; ailable [1,2]. These imJude image inpainting [3,4], colorization [5,6], super-

d org,'10 3390,'323156358 |. Image-to-image translation refers to a category of

— P _ the goal is to learn the mapping between an input
image (sﬂurce domam} and an output image (target domain) from a set of aligned image
pairs [11]. In the case of portrait stylization, various methods have been explored, such
as self-to-anime [1] and cartoon [ There are, however, many tasks that will not offer
paired training data. When paired data are provided, the mapping model can be trained
using a conditional generative model [13-15] or a simple regression model [5,16,17] in a
supervised manner.

Various works [18-25] have successfully translated images in unsupervised settings
without available paired data by assuming shared latent space [22] and cycle consistency
assumptions [11,21]. Nevertheless, supervised approaches require paired datasets for
training, which can be laborious and expensive, if possible, to prepare manually. In contrast,
unsupervised methods need a large volume of unpaired data and frequently need help to
reach stable training convergence and generate high-resolution results [26].



https://doi.org/10.3390/s23156858

Introduction

= A GAN variant for Image

Style Transfer

- PRO-U-GAT-IT is a new kind of
GAN, good for the task of 121
(Image to Image Translation).

. The model is able to transfer the
input image into another one
with different style, while
preserving the details of the
content.

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved.
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Introduction

= A New Design based on

Modularization

- During the training stage, two
modules (PRO-DS Block & PRO-
US Block) are inserted into the
structure incrementally and
dynamically based on the
computational requirement.

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved.
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Progressive Training
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Progressive Training
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Contributions (1/2) h S95RRT

= Progressive Training

.- With progressive training, our model can
start learning from lower-resolution images
and gradually transition to higher-
resolution images after it grows more
capable.

. This training strategy helps the model
better capture features from rough to
detail, and can be fine-tuned accordingto |
needs at any stage to achieve better s
PEROTMANCE s TN f-mn--
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Contributions (2/2) h SR

Progressive Up

= Flexible Architecture with Modular EX%=
Design

- Flexibility and scalability: The modular
design allows the model to be adapted and
scaled according to different application
requirements and image characteristics.

- Such design strategy allows researchers or
developers to add or remove modules
based on specific tasks, improving the
suitability and efficiency of the model

Progressive Down
Sampling Block

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved. 35/53



Loss Function (1) h SRR

s Cycle Loss
- An image that goes
through twice
transformation
(from source to
target ; and from
target to source)

should be the same Lo = Exmxs[ 1% = Gios( Gst (%) ) 1]

cycle-consistency

Leyele = LE Y, + LGS

Cycle Cycle

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved. 36 /53



Loss Function (2) h SRR

= ldentity Loss
. It helps preserve the consistency of input and output color
composition by enforcing identity mapping when real samples of
the target domain are given as the input to the generator.

L?czr:tity = Ex~xt||x — Gs—t(x) [1]

s—t t—s
+ Lid_entity

Lidentity = Ligentity
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Loss Function (3) h S2ERY
= LsGAN Loss

. Use least-squared-loss instead of cross entropy loss to give a
more accurate estimation about the reconstruction quality
.- Advantage:
. More stable training process
. Faster convergence speed
. Improved quality of generated samples
. Avoid gradient saturation problems

Lit, = Exext [ (Dy(x)) 2] + Exmxs { (1 — Di( Gst(x) ))2}

__ 15—t t—s
Llsgcm - Llsgmz + Llsgan

© 2025 3RE31ER TR NARAS ZEH#FF7A - Hon Hai Precision Industry Co., Ltd. All rights reserved. 38/53



Loss Function (4) h SRR

m CAM Loss (Class Activation Mapping Loss):

. Conditioned on the consistency of the object between image
level and feature level

- Minimize the difference in CAM (Class Activation Map)

Lz = Ex~xs [ 108(’75(3‘))] +Ex~Xt[10g(1 —’75(3‘))]

LD = Eyx: [ (7pe(x)) 2] + Ex~Xs { (UDf(Gs—H(x)z ))}

Lcam = Li;; + LDf + Lt_)s + LDS

cam cam cam

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved. 39/53



Total Loss

m The final Loss Function is the result of the weighted
combination of the above four Losses

L = AlLCycle + )"ZLidentity + /\'31—'153{111 + A'LLLCH?H-

where A’l — ]., A,z — 10,&3 = 10, /\,4 = 1000.
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Three Advantages e
o o

High High Low
Scalabllity Quality Computation
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FOXconn-

Example (Human -> Anime) %5

Original CartoonGAN CycleGAN UGATIT
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FOXconn-

Example (Human -> Anime) %5

CartoonGAN UNIT CycleGAN UGATIT “
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Low Computation

Working in
Real-Time

© 2025 J581EZ T =R MHBRAS] Z/EH#FTA - Hon Hai Precision Industry Co., Ltd. Al rights reserved.
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Application Scenario Example TG
(Training Data Generation for AD)

121

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved.
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Diverse Scene Generation

Input Overcast Rainy Snowy

© 2025 JEBER T ERHBRAS Z/EH#EFRA - Hon Hai Precision Industry Co., Ltd. All rights reserved.
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Conclusion (1/3) h 524208

= GenAl + VR/AR/MR @ Mainstream DL Models

. The rise of GenAl, combined .
with XR, will revolutionize for Image generatlon

how we teach and interact . VAE (Variational Autoencoder)
with students - NF (Normalizing Flow)

- Virtual field trip brings . GAN (Generative Adversarial
brand new experience so

that students can learn in an Networks)

immersive environment . Diffusion Model
. It opens up new ways of

teaching, learning and

stimulates creativity.
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Conclusion (2/3)

= Image to Image Translation
(121 model)

- The 121 model can be used to convert style
of the image while preserving the outline
and semantics of every objects.

. It can be used to create sci-fi like experience
in the metaverse and teleport users to
various worlds of imagination.

.- Another application of 121 is Synthetic
Dataset Generation, which can be used to
quickly generate image databases for Deep
Learning model training

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved. 49 /53



Conclusion (3/3)

= PRO-U-GAT-IT

- We propose PRO-U-GAT-IT, a
novel 121 model for efficient image
style transfer

- Through its advanced modular
design, it is able to produce high-
quality, superior images while
reducing computation resources.

. Application includes: avatar in
metaverse, Sim2Real for AD ...etc.

© 2025 JEBER T ERHBRAS Z/EH#EFRA - Hon Hai Precision Industry Co., Ltd. All rights reserved.
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h FOXconn-
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Hon Hai Research wERTR |
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PRO-U-GAT-IT
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visionOS allows apps to fill the space around the user,
move anywhere, and scale to the ideal size. Apps can even
respond to light, creating shadows
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Training VRAM Usage

B CycleGAN [ UGATIT [ UNIT [ Our

100000

60081

4969 7223

128x128 256x256 512x512 1024x1024
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Faster Training

Training Time (in hours)

250

CycleGAN UGATIT
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FOXcConn-

Loss Function (1) ___ hE
m Cycle Loss /G\\;r' \F//Q\

« In an unsupervised image translation task, 5 Ao
just separate sets of images from different c

infrared images). In order to learn the mapping between two domains, the
model needs some kind of supervised signal to constrain the output
. Calculation :

- First, decode the image from source domain A to target domain B

- The image of target domain B that was just translated is then decoded
back to source domain A

- Calculate the difference between this reconstructed image and the original
Image as the cycle Loss:

ta,

L&yee = Ex~xs[|x — Gios( Gsot(x) ) 1]

s—t t—s
Cycle +L Cycle

Lcycle =L

© 2025 3531 TR NAIRAS ZEH#FR7A - Hon Hai Precision Industry Co., Ltd. All rights reserved. 56 /53



Introduction e

= Incremental Training S

Pa radigm Progressive Down
. The purpose of incremental  [ReRERIS

training with PRO-DS Block
& PRO-US Block is to
extract image feature
adaptively according to the
resolution of the image

Interpolation 2x

-, Residual

Conv 3x3 () Connection

PRO-US
Block
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